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Abstract 

 

The string partitioning problem is partitioning given strings according to their prefixes. It is often 

occurred in many string processing algorithms. In this paper, we consider the parallel version for 

partitioning strings, especially, partitioning suffixes derived from a string, which is an essential 

subroutine used in most parallel suffix tree construction algorithms. We propose a new partitioning 

algorithm using an auxiliary data structure called a trie. Our algorithm is simpler and more efficient 

than the previous algorithm using a hash table. We present the performance of our algorithm 

experimentally. The experimental results show that our algorithm is faster than the algorithm using a 

hash table and achieves good speedup on the CMP architecture. 
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1. Introduction 

 

The string partitioning problem is partitioning given strings according to their prefixes. It is often 

occurred in many string processing algorithms. For example, most parallel suffix tree construction 

algorithms take the approach of dividing the suffixes into a number of partitions and constructing in 

parallel the partial suffix tree for each partition. Therefore, the partitioning of the suffixes is a key 

procedure in parallel suffix tree construction algorithms on disks, distributed systems, CMP 

architectures, etc. Generally, the suffixes in each partition share a common prefix. Chen and Schmidt 

[2] partitioned suffixes by prefixes of fixed lengths using a string matching algorithm. Tsirogiannis 

and Koudas [3] used prefixes of variable lengths so that every partition approximately identical in size 

and a hash table was used for partitioning. 

In this paper we propose a parallel partitioning algorithm for partitioning strings using a trie. Our 

algorithm partitions the strings by prefixes of variable lengths so that strings are distributed as 

uniformly as possible. We mainly focus on partitioning suffixes instead of strings. The reason is that 

our algorithm is especially suitable for suffix tree construction because the suffix tree is basically a trie. 

Furthermore, our algorithm can be easily applied to the problem of partitioning strings. By using a trie, 

we improve the performance of the partitioning procedure, compared to an algorithm using a hash 

table for the auxiliary data structure, as shown experimentally in Section 3. 

 

2. Parallel Partition algorithm 

 

Our partition algorithm consists of three steps. First, we construct an auxiliary data structure called a 

partition trie. Next, we compute the modified suffix link (MSL) for each node in the partition trie. 

Finally, suffixes of the input string populate the nodes in the partition trie. 

The partition trie is a trie that represents the prefixes of suffixes of the input string. Each internal node 

has |∑| children, where ∑ is the alphabet of the input string; each child represents a distinct symbol in 

∑. The concatenation of the symbols on the path from the root to a leaf represents the common prefix 

of the suffixes. We call a leaf in the partition trie a partition node. 

The partition trie is constructed by expanding the nodes gradually according to the frequencies of the 

corresponding prefixes. Constructing the partition trie consists of several passes. Initially, we construct 

the trie representing all of the possible strings of length k with |∑|k leaves, where k > 0 is a fixed 

parameter. Then, the trie is expended starting from pass k until no leaf is expanded. 

At the beginning of pass p, we extract all of the possible substrings of length p from the string and 

compute their frequencies. Each leaf in the trie has a count value used to count the frequency of its 

corresponding string. For each extracted substring, we increase the count value of the corresponding 

leaf by one. If there is no leaf corresponding to the extracted substring, the substring is ignored. If the 



 

 

count is greater than t, we expand the leaf by attaching it to |∑| children representing the distinct 

symbols in ∑. Otherwise, the leaf is not further expanded and is fixed to the partition node. If an 

expanded node exists, the next pass continues. 

The next step is computing the modified suffix links (MSLs) of the nodes in the partition trie. The 

modified suffix link is defined as follows: Let v be the node representing a string xα, where x is a 

symbol and α is a (possibly empty) string. If there is a node w representing string α, then the MSL of 

node v points to node w. If such a node does not exist, the MSL of node v points to the node 

representing the prefix of α of maximum length. Computing the MSLs can be performed by a breath-

first-search (BFS) on the partition trie. 

The last step of this phase is that the suffixes of the input string populate partition nodes in the 

partition trie. For each suffix, we find the corresponding partition node in the partition trie. We process 

the suffixes from the leftmost to the right. Due to the MSL in the partition trie, to populate the second 

suffix, we do not need to start at the root node but we can start at an internal node using a MSL. The 

role of MSLs in the partition trie is similar to the one of suffix links in the suffix tree. 

In the entire suffix partitioning algorithm, the populating step takes the most time because it processes 

all of the suffixes of the input string. Except for inserting the suffix indices, we can execute all of the 

operations simultaneously on the CMPs. We divide the entire input string into ranges and assign each 

range to each core (thread). Each core (thread) performs the populating and uses the synchronization 

mechanism when inserting a suffix index into a partition node. 

 

3. Experimental Results 

 

We show experiment results to compare our algorithm using a trie with the algorithm using a hash 

table. The experiment environment was as follows: The CPU was an Intel i7-930 which has 4 cores 

and 8 hyper threads. The system had 24GB of main memory. We used input strings generated 

randomly with |∑|=4. The parallel algorithm was implemented by Intel’s Cilk Plus Platform [4], and 

the concurrent hash table was implemented by “concurrent_hash_map” in Intel’s Threading Building 

Blocks [5]. 

Table 1. The execution time (sec) of the partition phase according to the 

various numbers of threads when the text length is 10
8
. 

# of threads 1 2 3 4 

trie 36.2 19.6 13.3 10.0 

hash table 69.1 37.2 24.6 17.5 

# of threads 5 6 7 8 

trie 8.7 7.8 7.1 6.1 

hash table 14.3 12.2 10.4 9.2 



 

 

 

First, we compared the performance of the two partition algorithms. Table 1 shows the execution time 

of the partition phase for texts of length 108 according to the number of threads. For all ranges of 

threads examined, the algorithm using the trie was 1.2~2 times faster than the algorithm using the hash 

table. 

Table 2. The execution time (sec) of the partition phase for the various 

lengths of texts when using eight threads. 
length(million) 10 20 30 40 50 

Trie 0.53 1.1 1.5 2.5 3.0 

hash table 0.6 1.2 1.9 2.8 4.2 

length(million) 60 70 80 90 100 

Trie 3.7 4.2 4.8 5.5 6.1 

hash table 5.2 6.0 7.5 8.5 9.2 

 

Table 2 shows the execution time according to the lengths when using eight threads. In both 

algorithms, the execution times increased almost linearly to the lengths of the strings. Like in Table 1, 

our algorithm is faster than the algorithm using the hash table for strings of all lengths. The 

performance improvements between two algorithms were nearly the same regardless of the lengths of 

input strings. 
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